
IJFTB Volume 1 Issue 2, August 2023 VES Business School, Mumbai 

International Journal of Frontier Technology and Business 

ISSN Online: 2583-5939 

 

 

OPTIMIZATION OF DEMAND FORECASTING & 
INVENTORY MANAGEMENT USING SARIMAX 

 
Mr.  Manan Doshi1 

(Student, Vivekanand Business School, Mumbai) 

Ms. Priya Pandey2 

(Student, Vivekanand Business School, Mumbai) 

Prof. Nikita Ramrakhiani3 

(Asst. Professor, Vivekanand Business School, Mumbai) 

 

Abstract 

Nowadays, supply chain management has become a key element in every business. Each 

& every business is focusing on how to manage the logistics of a warehouse. The purpose 

of this project is to learn about inventory management & how to manage a warehouse 

portfolio. The SARIMAX Model helps in managing the inventory efficiently. The demand 

for a product is predicted using the Time Series Analysis Model.  
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Introduction: 

In the year 1990, E-Commerce became a trend in the later period of the year 1990s. 

Information Technologies like WWW (World Wide Web), the Internet, etc. showed rapid 

change & created a positive impact on the social & economic environment. A lot of time 

was taken by various analysts, scholars & journalists to reflect upon the transformation 

& breakthrough so that it could be further situated in a wide & historical context. Machine 

learning is a field of computer science that uses algorithms to learn patterns in data and 

make predictions or decisions without explicit programming. It involves training a model 

on a dataset, allowing it to make predictions or decisions, and then refining the model 

based on the results. It is the method through which the computer learns the behaviour 



IJFTB Volume 1 Issue 2, August 2023 VES Business School, Mumbai 

International Journal of Frontier Technology and Business 

ISSN Online: 2583-5939 

 

from past data and also analyses the data which further helps them to visualize future 

predictions.  

2. Research Gap: 

1. Time series uses 2 concepts: Statistics & Machine Learning. Knowledge is immensely 
required regarding it and only then we can achieve time series analysis.  

 
2.  In the context of time series prediction, the presence of white noise can impact the 

ability to establish a correlation between past data and present data. White noise is 

defined as a series of random numbers with a mean of 0 and a standard deviation of 

1, making it difficult to predict. To overcome this challenge and improve the accuracy 

of time series predictions, a comprehensive understanding of statistical concepts and 

the differencing method in time series modeling is necessary to remove the white 

noise from the data. 

3.  When correlation is established in time series data, it is subject to limitations and 

assumptions. For example, in the case of sales data utilized in a project, the analysis 

may not account for external events such as economic recessions, natural disasters, or 

stock market trends, which can significantly impact sales. This highlights the 

importance of considering all relevant factors and potential sources of confounding 

when utilizing time series analysis for decision-making. 

4. Data being stationary is another problem in the Time Series Analysis Model. To check 

whether the data is stationary or not, we have to perform the adifuller test. AdiFuller 

test is basically hypothesis testing where we have to find the p-value. If the p-value is 

greater than 0.05 then, the data is not stationary & if it is less than 0.05 then, the data 

is stationary. In the case of non-stationary data, first, we need to perform the moving 

average model concept. This model works on the pre-defined value.  

5.    Most time series models do not take into account the PESTLE factors (Political, 

Economic, Social, Technological, Legal, and Environmental) during their development. 

6.   Moving Average takes values from pre-defined values but moving average does not 
know what the pre-defined values must be. It does not know whether the first 2 values 
or the first 3 values are to be taken. The values that are under differencing do not allow 
to eliminate the white noise.  
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3.   Literature Review: 

    This study's goal is: - 

• To analyse time series forecasting techniques and provide a brief explanation of how 

they operate.  

 

• We go through time series, methodologies for time series forecasting, benefits, and 

drawbacks of time series forecasting.  

 

• We also go through the methodologies and uses of various time series forecasting 

techniques. 

• The goal is to educate and disseminate information regarding time series forecasting 
and its associated methods. 

 
The objectives of the research paper are:  

1. To get an in-depth knowledge of   Machine Learning & Statistics. 

2. To achieve the sales forecast for different warehouses. 

3.  Inventory Management for different products in different warehouses.  

4.    To perform data stationarity.  

5.    To learn about SARIMAX Model.  

6.    To explore the concept of itertools.  

7.    To predict Inventory after 3 months.  

4. Inventory Management & Sales   Forecasting System: 

In the sales data exploratory analysis, Power BI was employed as the data analysis 

software.  

The sales data was pre-processed to eliminate negative values.  

Data visualization through Power BI was conducted to uncover patterns and 

anomalies in the data.  

The visualizations showed the presence of zero values in the data for the years 2011 

and 2017, which could impact the analysis results.  
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Thus, a python code was executed to exclude this data from the analysis, ensuring the 

validity and reliability of the results in the exploratory analysis. 

The below diagram shows the output of our steps, 

 

Fig: Order_Demand by year 

The sales data was analysed to determine the distribution among warehouses using 

Power BI. This analysis yielded the following insights: - 

i. Warehouse J has the highest sales over the 4 years followed by A, S & C. Warehouse 

J had the highest product category count of 3,69,078 and was 2,062.52% higher than 

Warehouse C having the lowest product category count of 17,067. 

Further, after some analysis on Warehouse J and we found out that 5 product 

categories had the highest sales throughout the year. They are as follows: - 

Product Category 019 had contributed 85% in Sales followed by Product Categories 

005, 006, and 007.  

Since Product Category 019 was the highest, so we have done a trend analysis over the 

years & following results were derived: -  

 

Fig: Trend Analysis per year 

Order_Demand trended up, resulting in a 4.63% increase between 2012 and 2016. 
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Order_Demand started trending up on 2012, rising by 4.63% (43625222) in 4 years. 
Order_Demand jumped from 941742907 to 985368129 during its steepest incline 
between 2012 and 2016. 
 
Outliers and missing values were addressed in the data preprocessing stage. Missing 
values were filled using the backward fill (bfill()) function and upper limit values 
(23500) were substituted for any upward outliers as the starting range of the data was 
from 1000 and no downward outliers were detected. This resulted in a skewed 
distribution as evidenced in the accompanying graphical representation,  

 

 
 

Fig: Distplot using Python 
 

The data were resampled to provide a date-wise representation of the order demand 
for Category_019. The data was aggregated on a monthly basis, and a time series 
analysis was performed. As a result of the monthly resampling, 60 entries were 
obtained in the data frame df19. 

 

 
 

Fig: bfill plot 
 

The Time Series data was decomposed. Decomposition of the time series signal leads 
to 3 things: Trend, Seasonal Pattern & White Noise. If the seasonal pattern is present, 
we are sure that we need to use the SARIMAX Model.  

 
ACF: Auto Correlation Factor. 
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ACF stands for Autocorrelation Function. It is a statistical tool used to evaluate the 
presence of serial dependence in time series data. ACF measures the correlation 
between a time series and its lagged values 

 

 
 
         Fig: Pictorial Representation of ACF 

 
In Time Series Modelling, ACF is used to determine the order of differencing needed 
to make the time series stationary, which is a key requirement for building a stable and 
robust model. A time series is considered stationary when its mean, variance, and auto 
covariance are constant over time. 
For example, in a time series data of monthly sales of a retail store, the ACF plot can 
be used to identify the presence of any seasonality patterns. If the ACF plot shows a 
sharp drop-off at lag 12, it can be inferred that the time series data is influenced by a 
yearly seasonality pattern. The knowledge of this seasonality pattern can then be used 
to build an appropriate Time Series Model, such as SARIMA, to capture the underlying 
trends and patterns in the data. 

 
PACF: Partial Correlation Factor.  

 
PACF stands for Partial Autocorrelation Function. It measures the correlation between 
a series and its lags after controlling for the effects of intermediate lags. In other words, 
PACF shows the direct relationship between a series and its lag, excluding the 
influence of other intermediate lags. 

 
 

Fig: Mathematical formula of PACF 
PACF helps in identifying the appropriate order of AR (Auto-Regressive) terms for a 
Time Series Model. AR terms in a Time Series Model are lags of the series. A high 
PACF value for a lag suggests that the series is auto correlated with that lag, and 
including that lag in the AR model would help improve the model's accuracy. 

For example, in a Time Series Model of sales data, a high PACF value for lag 12 would 
suggest that the sales in the current month are directly influenced by the sales from 12 
months ago, and including that lag in the AR, model would help capture the seasonal 
patterns in the sales data. 
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Using itertools, we have found values for p, d, and q and have used SARIMAX Model 
for forecasting.  

 

 
 

Fig: Order_demand forecast 
 

 
 

Fig: Inventory Management Forecast 
 

The above figure depicts the prediction of the product category forecast with an error 

rate represented by the Mean Absolute Error (MAE), which is 22%. Thus, the accuracy 

of the model can be estimated at 78%. 

Further logic implementation in inventory management involves setting a safety stock 

value equal to 20% of the predicted stock value. 

To ensure optimal inventory management, a safety stock value equal to 20% of the 

predicted stock level was established.  

In instances where the current stock level was equal to 20% of the predicted stock, the 

difference between 20% and the predicted stock was calculated and a replenishment 

order was placed for the entire 20% predicted stock. The model was then deployed 

using the Streamlit framework. 

 

 

 

Conclusion:  
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In the project, a 6-month inventory forecasting was performed using the SARIMAX 
(Seasonal Auto-Regressive Integrated Moving Average with Exogenous Factors) 
model.   

 
The model provides a basis for inventory management by offering insight into 
expected demand patterns among different warehouse categories.  
 
For example, if Warehouse J Category is predicted to have higher demand, and similar 
demand patterns are observed in other warehouses, the model can inform future 
inventory production decisions, indicating which warehouse category is expected to 
produce more inventory. 
 
The model facilitates in mitigating overstocking of inventory in the storage facilities 
by accurately predicting inventory demand.  

 
A predictive model for inventory management utilizes data analysis to identify the 
quantity of a product that should be kept in stock and determine which products have 
high demand, requiring a higher level of inventory. The model uses statistical 
techniques to forecast future inventory levels. 
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